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Abstract— With the rise of 5G, IoT, and cybernetic con-
nectivity, the role of human intervention in the digital and
physical manipulation of objects, factory automation, and
manufacturing has become increasingly critical in meeting
unprecedented quality standards. As a result, a reliable Human-
centered system construct for enabling seamless and accurate
control is urgently needed to interlink human intents with
remote targets. In this paper, we report the development of
a universal system pipeline, highlighting key enabling modules,
and both physical and bioelectrical sensors as input modalities
to demonstrate a near-natural motion synchronization between
a human and a robotic arm. This effort was exemplified by
the formulation of a method to reduce modular and system-
level operational latency to achieve congruent human-machine
interaction (HMI) through analyzing and simulating common
mechanical motions. Furthermore, we explored several efficient
machine learning (ML) model that reliably works with a
variety of time-series-based biosignals reflective of intents, thus
allowing a diversity of sensors to contribute as the system
inputs. We believe our system pipeline represents a first step
in unveiling otherwise hidden components within Biosignal-
Controlled HMI systems and meeting the key challenges will
bring us closer to the establishment of a natural, human-intent
controlled, remotely operated HMI platform, with applications
that extend far beyond major sectors of academia and industry.

I. INTRODUCTION

Advances in the Internet of Things (IoT), cybernetic and
wireless connectivity have led to a rapid increase in digital,
physical, and Augmented/Virtual Reality (AR/VR) systems.
To effectively interact with them in a rapidly advancing tech-
nology landscape, it is vital to develop effective and robust
human-machine interaction strategies [1]. Human-machine
interaction (HMI) is the design, implementation, and use of
technologies to enable humans to interact seamlessly with
digital/physical/AR/VR systems. However, as they continue
to advance and diversify, their required level of control and
manipulation needs have increased drastically. To keep up,
we require a new paradigm shift in interfacing with these
application domains. And our body provides a natural and
flexible means to do so. As an example, two common HMI
systems that we use daily are the PC mouse and keyboard.
Heralded once as breakthroughs of their days, they have
now established themselves as resilient physical interfaces
that are difficult to replace and upgrade from. A success-
ful replacement with proper intent-extraction sensors could
crown our superior dexterous hands as the ultimate control
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that translates thoughts to commands, effectively being the
robust, reliable, and natural physical interface that lets us
manipulate any external applications with utmost freedom
and range.

Biosignal-controlled HMI is a rapidly rising new field
of research where different sectors (commercial, industrial,
military, academia, clinical, etc.) have realized the impor-
tance and critical challenges of placing human at the center
of their product development processes. This is due to the
inference of human intent using the singular or a combination
of biosensing modalities. These sensors (ideally non-invasive
in nature) ascertain the user’s thoughts indirectly and make
inferences based on intelligently designed algorithms and
machine learning (ML) to translate a thought into a digital
command for external control. This is a highly promising
area of opportunity for a variety of different applications
[2]. Therefore, billions of dollars are being funneled into
Biosignal-based HMI research and relevant product devel-
opment. Input modality flexibility is one of the attractive
attributes of its popularity. The input sensors can be based
on electrical [2], acoustic [3, 4], optical [5], mechanical [6],
biological [7], or physiological [8] changes in the human
body to infer the intent, thus facilitating the establishment
of a non-verbal-driven HMI. Some examples include haptic
technologies such as Meta’s AR/VR interfacing prototype
[9]; consumer gadgets such as the hand motion detection
system in automobiles [10]; surgical robots such as the
Davinci Robot as popularly seen in surgical robotic teleop-
eration [11]; robots for explosive detection and related crisis
and military operations [12]; assistive robotic systems in
rehabilitation [13, 14] and an extensive and unsorted range of
academic research and development devices spanning over a
multitude of areas from flying drones via human arm control
[15] and beyond. In general, Biosignal-controlled HMI can
be classified into four broad categories: a) biopotentials, b)
muscle mechanical motion, c) body motion, and d) hybrid
signals [16]. Biopotential-driven HMI systems are the most
popular amongst them all, thanks to the well-researched
surface electromyography (sEMG) sensor in which the sig-
nals reflect the myoelectric potential changes and have been
extensively used for gestural detection. It is one of the most
promising modalities for establishing a natural and intuitive
Biosignal-controlled HMI system.

In terms of system operability, these can be divided
into two types of systems: dedicated commercial systems
and generic experimental systems. Dedicated commercial
systems such as Meta’s AR/VR hand glove are highly
optimized in terms of latency and have a fixed setup. The



Fig. 1. Biosignal-Controlled HMI system pipeline with key modules and processes in their color-labeled operating platform.

latency in these types of systems usually falls in a range
of 100 – 300 ms which makes them suitable for real-time
operation. However, these systems are generally expensive,
sophisticated, and very specialized. Generic experimental
systems such as acoustic signal-based prosthetics and drones
are relatively more flexible and are not standardized [3].
The latency of such systems is usually arbitrary and can
be greater than 500 ms, making them non-ideal for real-time
HMI applications.

Several sEMG-based robotic arm control systems have
been developed. Artemiadis, et al. described a system for
continuous control of a robotic arm using sEMG signals
from the upper limb with a primary focus on the accuracy
of estimation of 2-D embeddings based on arm motion in 3-
D cartesian space [17]. Cheng, et al. combined sEMG with
electroencephalography (EEG) to control a robotic arm with
time windows of 2000 ms [18]. Machine learning (ML) and
deep learning (DL) based approaches have also been used
to estimate hand and wrist movements using sEMG with the
primary focus on achieving a high classification accuracy
[19, 20, 21]. Dwivedi, et al. combined sEMG with a fiducial
marker for a robotic hand control reporting accuracy and
algorithmic latency results for telemanipulation [22]. Chen,
et al. described a pipeline for controlling a Baxter robot
using sEMG [23]. While in the literature, numerous generic
sEMG (or a combination of sEMG with other modalities)
controlled HMI have been proposed, the focus has primarily
been on improving accuracy for gesture classification, or not
focusing on overall pipeline latency from start to end for
the deployment of such biosignal HMI. Optimizing these
generic HMI systems has been challenging due to a lack
of guidelines, standardizations, and protocols. Additionally,
operational latency has traditionally been viewed as a single

systemic issue rather than a series of multi-modular issues
that spans all modules of any generic HMI system.

To address this challenge, we present a generalizable struc-
tured pipeline with a system-wide latency reduction construct
to improve overall system performance. We formulated this
construct to examine each module for optimization such
as the Data Processing and the Remote Data Transmission
module, to demonstrate how low latency must be maintained
at the modular and systemic levels. Different data processing
techniques were carefully analyzed and selected to work
with multi-channel and multi-input sensor modalities with
continuous, and real-time signals reflecting live user intent.

In this work, we report the remote and seamless actuation
of simple movements of a robotic arm controlled by a
human arm using two wireless sensor attachments operating
continuously in real-time. Section 2 outlines the methods for
system pipeline construction, operational latency construct
design, and intent extraction. Section 3 discusses the outcome
and performance of the completed end-2-end HMI system,
ML with latency performance, and demonstration of the
system.

II. METHODS

The proposed system pipeline consisted of several key
modules based on the author’s analysis of other Biosignal-
Controlled HMI systems (Fig.1). And unlike other platforms,
we generalized them as sub-modules according to their
key functions and optimized each module specifically for
latency. These included sensor blocks that control all input
modalities, and other modules listed as modules for data
acquisition, processing, and transfer, user-intent detection via
gestural powered ML within the processing module, and end-
system interfacing operation module.



A. System Overview

The following section is partitioned according to Fig.1
shown above. Starting with input data from the left-hand side,
various sensing modalities are possible. In our experiment,
the positional and bioelectrical signals for a predefined time
window were acquired from the forearm. These signals were
then conditioned using digital signal processing (DSP) and
machine learning (ML) based techniques. The processed
signals were converted to a low-memory format for low-
latency data transfer to the operating system (OS) which
controlled the hardware.

1) Data Acquisition: The user intent extraction sensor
used for the pipeline development is a multi-channel my-
oelectric sensor popularly used for hand gestural recog-
nition, and it is known as the Surface electromyography
(sEMG) sensor. An inertial measurement unit (IMU) sensor
is employed in parallel, taking in both acceleration and
orientation information. Collectively, they are embedded in a
wearable sleeve format for easy mounting. All programming
was implemented in Python. An 8-channel sEMG sensor
was employed in our case with a bit-resolution of 16, an
amplification factor of 1000, and a sampling frequency of
2000 Hz. The signals were live streamed in multiple channels
of the same rate under a timing window between 50 to 500
ms.

2) Data Processing: Following a fixed time window
within the system, all acquired input data were conditioned to
suppress noises and enhance signal quality (i.e., SNR). The
IMU had a positive offset to rectify all the incoming values.
The data were then scaled by an arbitrary factor based to be
sent as positional commands to the end-system application
interface. Myoelectric data were bandpass filtered to lower
incoming noises. Following this, two primary methods were
explored for extracting intent-specific user motion from the
sensors.

a) Signal Thresholding: For rest and motion identifi-
cation, there were changes in signal intensity which can be
extracted from time and frequency domain features derived
from the time windows. Instead of relying solely on time
domain intensities for identification, frequency domain rep-
resentation of the signal was more stable. To this end, the
power spectrum density (Equation 1) of the signal using a
periodogram was acquired for each time window.
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b) Machine Learning based approach: Numerous ML
and DL-based algorithms have been shown in the literature
to classify sEMG data. Five different algorithms commonly
employed were chosen to build and evaluate our classifiers,

Fig. 2. Different hardware components of the system: (a) Sensors in a
custom design armband, (b) The data acquisition system iWorx RA 834, (c)
Windows 10 with Python running in PyCharm, (d) Linux Ubuntu 20.04, (e)
ROS1 Noetic with RViz real-time robotic simulation, and (f) Pincher X-100
Robotic Arm.

namely: AdaBoost-SAMME, nearest neighbor (NNC), linear
support vector (L-SVM), gaussian process (GPC), and a
multi-layer perceptron neural network (NN).

3) Data Transmission: The data obtained from the IMU
and the sEMG sensor were combined and subsequently
converted into a low-memory data conversion format. The
converted data was transferred wirelessly to the operating
system containing the robot operating system (ROS) set up
for controlling the robotic system.

4) End-System Interfacing: After the low-memory data
containing relevant sensor-based movement commands were
acquired in the operating system containing the operating
system for the end-system interface, it was first converted to
a format that was understandable by the interface. For this
work, a robotic arm was used as the end-system interfacing
application and ROS served as a robotics middleware due
to its popularity in the robotics community, low-level device
control, and defined message passing between different pro-
cesses of robot motion. The data received in the system was
used to control the robot’s position and orientation. This was
done by passing the control commands to the joints of the
robotic system through ROS nodes. The data sent through
the ROS nodes sets the joint parameters of the simulated
robotic arm as well as the physical robotic arm.

B. Operational Latency Construct Design
Operational latency is a key challenge that spans all mod-

ules in the system pipeline. This is due to the existence of
independent and co-dependent processes within each module,
therefore regardless of the central processing speed of any
OS that the system pipeline was established in, the challenge
of targeted low latency hinders the overall performance of the
pipeline. We have devised an ingenious solution to resolve
this challenging issue.



Fig. 3. Operational latency results. (a) Latency for data conversion to low-memory format for transfer. (b) Latency for simulation and hardware systems
for time windows of lengths 1 ms, 10 ms, 50 ms, etc. (c) For a 50 ms time window, it takes 150 ms for simulated robot control and over 200 ms for
physical robot control.

1) Selection of Time Window Size: To acquire IMU and
sEMG data, the duration of the time window needed to be
optimally chosen. While the positional data from the IMU
can give relevant information based on small window sizes
of about 10 - 20 ms, the sEMG window size had to be
larger to extract the necessary information from the data set.
Window sizes from 100 ms - 1000 ms have been reported
in the literature [2]. Selection of the right window size was
important because increasing it increased the time across all
the successive modules of the pipeline. To build a system
that operated with the end-system interfacing application
seamlessly, it was important to keep the latency of the
pipeline less than 300 ms [2]. A window size of 50 ms was
hence chosen for the signal thresholding-based method for
robot control, and a window size of 500 ms was chosen
for the ML-based approach. The prior provided a simplistic
approach that one can quickly deploy whereas the latter
provides the means for more sophisticated applications.

2) Conversion to a Low-Memory Format: After the rele-
vant data was obtained from both IMU and sEMG sensors,
they were concatenated in the form of a list object with two
arbitrary values. They were then scaled between 0 and 255
so they could be converted into a single unsigned byte. This
was necessary for converting the data from a high-to-low-
level fundamental data unit. This low-memory occupancy
compared to other data types makes it ideal for real-time
data transfer. Following this conversion, the byte array was
sent over the user diagram protocol (UDP) to the end-
system interfacing application environment containing the
robot control operation established through ROS. During a
function call for the data, it was then first converted back to
a list object with two values in a higher-level format, suitable
for conversion to the values interpretable by the end-system
interfacing application, which, in our case, is the robotic arm.

3) Wireless Data Transfer: There are several options us-
ing which data can be transferred wirelessly, with a heavy re-
liance on Wi-Fi-based data transfer approaches. The primary

transport-layer protocols for it are UDP and transmission
control protocol (TCP). UDP provided an uninterruptible
datagram connection between systems and applications. For
TCP, a connection is established before the data transmission
begins. UDP was chosen for our application due to the
speed of transfer, and continuous streaming of data which
makes it ideal for real-time teleoperation for robotic systems.
The analysis of the UDP packet loss has been thoroughly
discussed in Section III.A.

C. Data Processing and Intent Extraction

The IMU data was filtered using a band-pass filter with the
low-pass frequency set to 0.5 Hz and the high-pass frequency
set to 30 Hz. The ML sub-module of the system pipeline
took in pristine sEMG data from the previous DSP module,
where the sEMG data windows were filtered using a band-
pass filter with the low-pass frequency set to 10 Hz and the
high-pass frequency set to 10 kHz. After the filtered data
was acquired, features were extracted from the sEMG time
windows, and machine learning based algorithms were used
to train and evaluate models for classifying hand movement.

1) Feature Extraction: For extracting meaningful infor-
mation, 14 different features were chosen for the analysis.
These features were acquired for each time window. Of
these, 12 were time-domain features and 2 were frequency-
domain features, which are the signal’s total and mean
power. The time domain features chosen were zero crossing,
waveform length, mean absolute value, root mean square, V-
order (orders = 1, 2, 4, and 8), slope sign change, Willison
amplitude, variance, and simple square integral. The time and
frequency domain features were combined and normalized
across each feature. They were then used as an input vectors
to the machine learning algorithms.

2) Machine Learning: The data for the hand motions (rest
and motion states) was acquired in a supervised learning
paradigm with the time windows being labeled automatically
as time progressed. Scikit-learn library was used to train and



Fig. 4. Machine Learning algorithm comparison in terms of (a) Training time, (b) Inference time, and (c) Accuracy percentage.

evaluate the models in Python [24]. Five different algorithms
were analyzed and selected for comparison in our operation:
AB, k-NN, L-SVM, GP, and NN-MLP. In terms of model
training and evaluation, a total of 12.5 minutes of total data
was acquired over 5 trials of 300 at 500 ms, given a total of
150000 ms or 2.5 minutes each. In each trial, there were 500
ms of successive rest and motion states. 6 seconds of data
at the start of every file is discarded. The subject had their
arm straight up and they were sitting on a chair with their
feet firmly on the ground. A total of 12 minutes of 4-channel
sEMG data was used to evaluate the systems, with a 75%
train-test split leading to 9 minutes as the training set and 3
minutes as the test set.

D. Hardware Interfacing

Fig. 2 shows the different physical components of the
system. For signal acquisition, iWorx RA 834 biosignal
research workstation was employed [25]. A multi-channel
iWire-BIO8 external module was used for sEMG signal
amplification, and an iWire-IMSx was used for IMU signal
conditioning. The sensors were attached to the forearm using
a wearable sleeve. PincherX-100 research-grade robot arm
was used as the end-system interfacing [26]. As part of
the Interbotix X-series, it uses dynamixel X-series smart
servo motors. Two different operating systems were used, a
Windows 10 system and an Ubuntu Linux 20.04 system. The
robot operation was implemented using Interbotix’s robot
control API and it runs on ROS1 Noetic.

III. RESULTS & DISCUSSION

The establishment of a universal system pipeline for
Biosignal-controlled HMI was to enable transparent devel-
opment and standardization of methods so a reliable robotic
system under flexible human control. There are numerous
technical challenges depending on the end-system interfacing
applications, however, we believe many key challenges arise
from common modules shared by all these systems. As

an outstanding demonstration shown here, we identified
operational latency as the primary obstacle across several
key co-dependent modules.

A. Operational Latency Reduction Outcome

In the system pipeline shown in Fig. 1, there were several
components that led to time lags. The latencies in these
components were optimized by (a) Intelligently splitting the
operating systems, (b) Selecting the right window size, (c)
Choosing a memory-efficient route of data compression and
transfer, and (d) Using a low-latency data transfer protocol
for a natural, real-time operation.

Fig. 3(a) shows the latency for an increasing number of
channels for data conversion to bytes. For an increasing
number of channels from 1 to 11, the latency increased from
1 ms to 3 ms. Thus, the low-memory data conversion does
not take more than 3 ms even for 11-channel data, thereby
making it suitable for data compression in wireless transfer.
For wireless transfer with UDP, there were issues with data
packet loss, but because of low-latency transfer, it was the
preferred choice. Based on experiments with a small number
of data samples (102 - 104 samples of low memory byte
arrays), it was found that 70% of data is received, with a
30% packet loss. For a larger number of data samples (greater
than 106 samples of low memory byte arrays), 90% of data
is received with a 10% packet loss. To reduce the data loss
even further, a small wait time (1 ms) was added between
successive samples for data transfer. This improved the data
transfer significantly with over 99% of data received for
both small and large data samples. This communication was
established over Wi-Fi with an average speed of 1000 Mbps.
With other Wi-Fi speeds, the results might be different.

Fig. 3(b) shows the system latency for robot simulation
and hardware control under real-time teleoperation. It was
found that system pipeline latency increased linearly with the
size of the data acquisition time window. It takes more time
for the hardware to respond because of the robot’s physical



Fig. 5. Figure for demonstration: (a) Data flow chart for demonstration with the color legends at the bottom, (b) IMU-based joint angle control, and (c)
sEMG-based robotic gripper control.

limitation to reach from one point to the other. Fig. 3(c) In
terms of total latency under each module of the pipeline, we
devised a meticulous calculation ‘crawler’ by navigating and
calculating the value through each system pipeline module
as shown in the flowchart of Fig. 3(c). The data acquisition
time of 55 ms is based on a 50 ms time window with 5 ms
of data processing. The wait time between iterations of 5 ms
was introduced by the software wait time of 1 ms and an
additional acquisition reading time that it took for the next
data window to be read. The byte conversion at most took 10
ms inclusive of it being a multi-dimensional byte array. For
our Wi-Fi speed, the data transfer, reception, and conversion
into a readable format take no more than 50 ms. Because all
the robot communication was established over ROS, it took
5 ms to send commands to the robot joints. It took 20 ms for
the robot to move in the simulation. Because the hardware
had its own movement limitations, it took 50 - 75 ms for the
robot to move from one position to the next assuming the
joint movement was less than 0.1 radians. Overall, for a 50
ms time window, it took 150 ms for the robot to move in the
simulation domain and 200 - 225 ms for the robot to move
in the hardware domain.

To demonstrate the latency enhancement on one of the co-
dependent ML modules, we performed an analysis specifi-
cally to show the time taken for training different machine
learning algorithms. In Fig. 4(a), we found that k-NN took
the least time while GP took the longest. As the number
of channels increased, NN-MLP and L-SVM’s training time
decreased, while for AB it clearly increased. Fig. 4(b) shows

the inference time which is the time required for a final
decision after an input feature vector is loaded into a trained
model for classification. As can be seen from the figure,
k-NN took the longest time for prediction, while NN-MLP
took the least inference time. As the number of channels
increased, inference time increased for GP and L-SVM. No
clear trend was observed for AB and k-NN. From these
results, NN-MLP stood out in terms of the low latency of
inference without having the lowest training time.

B. Data Processing and Intent Extraction outcome

Fig. 4(c) shows the accuracy percentage for 5 different
ML algorithms for 4-channel sEMG, with the performance
evaluated over a previously unseen test set of 3 minutes using
models trained on 9 minutes of training data. For 4-channel
data, NN-MLP outperformed other algorithms with a 98%
accuracy. GP performed the second best with an accuracy
of 97%. To have a low-latency system, it was important
to consider inference latency and accuracy percentage. NN-
MLP performed the best with a 4-channel latency of less
than 1 ms and an accuracy of 98% over the test set.

C. Performance Demonstration

Fig. 5 shows the different aspects of the performance
demonstration. Four different performance demonstrations
in form of a video have been attached to the paper. For
setting the basis for baseline comparison, a PlayStation 4
controller was used to send basic joint movement commands
to the robot arm. This established the basic proof of concept



Linux-only control pipeline setup. Then, the robot joints
were enacted in a low-latency fashion using the IMU values.
The IMU values were mapped to different joints of the
robotic arm and performed actuation. Next, using the power
spectrum density based total power thresholding approach,
the sEMG-based robot gripper control was achieved. Finally,
the IMU and sEMG-based simultaneous control of robot
joints and gripper was achieved with a total system latency
of 200 ms, allowing us to realize the potential of our
latency reduction construct for real-time use, and for enabling
applications ranging from basic pick-&-place to advanced
dexterous tasks.

IV. CONCLUSIONS

Human intervention in the digital space will undoubtedly
be the central topic of discussion in the transition toward
next-generation IoT, cybernetics, and 6G development. The
ability to augment our physical body to have the capability
to interact with the digital world seamlessly and accurately
would be the key to realizing the essential role humans
play in the future. To that end, we believe the collective
and transparent development of a robust system pipeline to
enable a control mechanism for the teleoperation of any end-
system interfaces will enhance our physical capabilities. The
development of this low-latency system pipeline moved us
closer to that goal, and it helps researchers and industry
professionals to develop remotely operated HMI platforms
capable of natural and seamless interaction.
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