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ABSTRACT  

This research presents an innovative mirror-based ultrasound system designed for hand gesture classification using 

Convolutional Neural Network (CNN) and Vision Transformer (ViT) architectures. Hand gesture recognition using 

ultrasound has garnered significant interest due to its potential applications in various fields such as prosthetic control and 

human-machine interfacing. Traditionally, ultrasound probes are placed perpendicular to the forearm causing discomfort 

and interference with natural arm movements due to the center of mass of the wearable ultrasound system being distanced 

from the body. To address this challenge, a novel approach utilizing the advantages of acoustic reflection is proposed. A 

convex ultrasound probe is strategically aligned with the forearm, and ultrasound waves are transmitted to the forearm, 

and received back using a mirror placed at 45 degrees to the imaging region and the forearm. By aligning the probe parallel 

to the arm, the center of mass is brought closer to the body, ensuring enhanced stability and reduced strain on the user's 

arm during data collection. A dataset comprising 5 hand gestures was collected to train and evaluate the performance with 

Support Vector Machines with linear kernel, CNN, and ViT based approaches. It was observed that the performance of 

the mirror-based ultrasound system is comparable to the traditional perpendicular approach for hand gesture classification. 

The experimental results demonstrate the potential of the system in assisting with data acquisition and device development 

for hand gesture recognition using ultrasound in the field of human-machine interfacing, prosthetic control, human-

computer interaction, and beyond. 
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1. INTRODUCTION  

Hand gesture classification is a crucial component to facilitate effective human-machine interfacing. Various modalities 

such as camera, wearable hand gloves and distance sensors have been explored for this purpose. Biosignal based methods 

can be used to capture high-quality biological data, enabling the inference of hand movements through subtle changes in 

the human body. Although surface electromyography (EMG) stands out as a widely researched modality for this purpose, 

ultrasound emerges as a promising alternative, providing comprehensive visualization of forearm musculature to infer 

hand configurations [1-2]. With the advances in machine learning, ultrasound based human-machine interfaces have been 

used to control robots and AR/VR interfaces [3-4]. Ultrasound has not just been used for hand gesture classification but 

also for estimating finger angles and finger forces [5]. While ultrasound can provide a wide array of benefits for 

reconstruction of hand behavior through changes in the forearm musculature, there is a need to make the ultrasound data 

acquisition more comfortable for the user. There has been a lot of research on miniaturizing ultrasound data acquisition 

systems for effective data acquisition and interfacing with the human body [6-7]. However, the previous research does not 

focus on directly using the widely available B-mode ultrasound probes specifically for forearm data acquisition.  

To that end, we propose a reflector based ultrasound system for forearm ultrasound data acquisition and hand gesture 

classification. The innovative system uses a mirror at 45⁰ angle to both the imaging surface and the forearm. Doing so 

achieves a dual purpose: The spatial footprint required for probe data acquisition is minimized and the stability of the 

wearable for foreram ultrasound data acquisition is enhanced. The latter is achieved because the center of the mass of the 

probe is closer to the body compared to the traditional perpendicular configuration. We use a convolutional neural network 

(CNN) based on [1-2], in addition to training a vision transformer (ViT) based on [8] to train models to estimate 5 hand 

gestures from ultrasound images obtained using both traditional perpendicular configuration as well as our proposed 

reflector based configuration. Section II describes the methods and the experimental design, with the results discussed in 

Section III. The paper concludes with a discussion of our results. 
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2. METHODS 

A system was designed to evaluate the performance of hand gesture classification using forearm ultrasound for mirror 

based parallel and perpendicular probe configurations as shown in figure 1(a). A support vector classifier (SVC) with 

different kernels, convolutional neural network (CNN) and vision transformer (ViT) were used for data analysis.  

Data was acquired using a convex ultrasound probe, with the data continuously streamed to a computer. These streamed 

images were then saved locally for the two configurations. Figure 1 shows the workflow for data acquisition and analysis 

for both the proposed (figure 1(b)) and the traditional perpendicular (figure 1(c)) configurations. The corresponding 

ultrasound data is also shown in the figures.  

 

Figure 1. Data acquisition for mirror based parallel and perpendicular configurations. (a) Workflow for data acquisition and 

analysis, (b) System description for the mirror based parallel configuration, and (c) the perpendicular configuration.   

The probe attachment for both the configurations was designed in SolidWorks and then 3-D printed. While the 

perpendicular configuration comprised of only the 3D printed attachment, the mirror configuration comprised of three 

elements: mirror, mirror base and probe attachment. The mirror was attached to the mirror base to maintain a 45-degree 

angle to both the imaging elements as well as the forearm, and the base and probe attachment were assembled using screws 

as fastening elements. Figure 2 shows the 3D models and various views for the mirror-based configuration.   

 

Figure 2. The mirror based wearable ultrasound brace for forearm ultrasound data acquisition. (a) 3D model base view, (b) 

Base view of the ultrasound probe with mirror attachment, (c) 3D model top view, (d) Top view of the ultrasound probe 

with the mirror attachment, and (e) Probe and attachment worn by the user with a 3D model in the background. 
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5 hand gestures were considered for the analysis. These included open hand, thumb flexion, index flexion, middle flexion, 

and ring flexion. 100 frames were acquired for each class of hand gestures. This was repeated 6 times, and this yielded a 

total of 3000 images for analysis. Each image was 640 x 640 pixels. Figure 3 shows the representative images for the 5 

classes for parallel and perpendicular configurations. The data was subjected to a 5/6 train-test split. Analysis was done 

on shuffled (time-dependent) and non-shuffled (time independent) data.   

 

Figure 3. Representative ultrasound images acquired for each class for the perpendicular configuration (top row) and the 

mirror based parallel configuration (bottom row). 

 

SVC and CNN have been shown to work well for hand gesture classification [1-3]. CNNs excel at extracting hierarchical 

features from image data, while ViT transforms image patches into meaningful embeddings by leveraging self-attention 

mechanisms, allowing for a comprehensive understanding of long-range dependencies and interdependencies among 

different regions within the image. The CNN from [1-2] was used for analysis. For the CNN, Adam optimizer with a 

learning rate of 0.001 was used. The loss was based on sparse categorical cross entropy. The training was done for a batch 

size of 16 and 20 epochs. Additionally, use ViT for hand gesture classification, with the architecture based on [8]. The 

system on which the training was done had NVIDIA GeForce RTX 2070 SUPER GPU, and AMD Ryzen 7 2700X Eight-

Core Processor with 32 GB available RAM. The code was executed in Python 3.7 and TensorFlow library was used for 

implementing the architectures and running the training.  

Accuracy percentage is used as the metric for evaluating classification accuracy. Accuracy percentage is defined in 

equation 1.   

                                                                                      𝐴𝑐𝑐 =
𝐶𝐶

𝑇𝐶
∗ 100                                                                                                       (1) 

where, CC is the number of correct classifications and TC is the number of total classifications. 

3. RESULTS AND FUTURE WORK 

Table 1 and figure 4 show the accuracy percentages for the mirror based and perpendicular configurations for different 

training approaches. It was observed that the perpendicular configuration performed better than the mirror based parallel 

configuration on an average. This can be attributed to various reasons, including the presence of air bubbles in the gel 

interface between the skin and the imaging surface for the mirror based configuration. Another observation was that the 

models performed better with the shuffled data than for non-shuffled data because of the introduction of temporal 

dependencies. 4 different SVC kernels were used: Sigmoid Linear, Polynomial and Radial Basis Function (RBF). SVC-

Linear emerged as the top performer for shuffled data (consistent with results obtained in [3]), while SVC-RBF, closely 

trailed by ViT, exhibited superior performance for non-shuffled data across both configurations.  

Our conclusive insights lean towards non-shuffled data, since it is closer to real-world scenarios where temporal 

dependencies are less prevalent during both training and testing phases. Using ViT, we achieved 93% classification 

accuracy for both mirror-based and perpendicular configurations indicating consistency of the proposed reflector-based 
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approach compared to the perpendicular approach. This also demonstrates the efficacy of using transformer based models 

for ultrasound image classification due to ViT’s ability to capture long-range dependencies within data. It was interesting 

to note that while CNN outperformed ViT for the perpendicular configuration, ViT performed better than CNN for the 

mirror configuration. This could be due to ViT's strength in capturing global relationships, where understanding the overall 

forearm musculature and its interactions was crucial for effective hand gesture classification, giving it an edge over CNN, 

which focuses more on spatial features. 

While the current results are encouraging, more work is needed towards improving the system and the study. It is important 

to address the issues caused by commercially available ultrasound gel used in the mirror based forearm ultrasound data 

acquisition system, such as air bubbles and low viscosity leading to leakages which affect the ultrasound image quality. 

Subsequent efforts will concentrate on developing custom gel-based interfaces to ensure improved ultrasound image 

quality and greater stability which would lead to less gel leakage. In addition to that, several systems have been proposed 

for biosignal based real time effective human-machine interfaces [4, 9]. Investigating real-time deployment of the reflector-

based ultrasound system in human-machine interactions is of interest since it will offer insights into its feasibility for 

ultrasound based hand gesture recognition in dynamic, real-world scenarios. 

Expanding the scope of the study involves acquiring data for a more extensive range of hand gestures. Expanding the 

gesture set will not only test the system's adaptability but also increase its potential applications in diverse human-machine 

interaction scenarios. Additionally, the current results are derived from data obtained from a single subject. To ensure the 

generalizability and applicability of the system across diverse individuals, future work will involve acquiring data from 

multiple subjects. This broader subject pool will enable an evaluation of the system's performance under varying 

anatomical characteristics, enhancing its versatility. 

Table 1. Accuracy percentages for different configurations. 

Model Acc 

(Mirror, Shuffled) 

Acc 

(Mirror, Non-shuffled) 

Acc 

(Perp., Shuffled) 

Acc 

(Perp., Non-shuffled) 

SVC-Sigmoid 18 38 17 93 

SVC-Linear 98 88 98 95 

SVC-Polynomial 96 89 96 95 

SVC-RBF 92 93 93 94 

CNN 95 88 97 94 

ViT 92 93 94 93 

 

Figure 4. Results for accuracy percentage obtained for SVC with different kernels, CNN and ViT.  
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4. CONCLUSIONS 

In this work, an innovative mirror-based forearm ultrasound data acquisition system is described with a mirror placed at 

45 degrees to the imaging elements and the forearm for improved data acquisition. The shift from the traditional 

perpendicular to a parallel probe-arm configuration leads to the center of mass of the device being closer to the arm, 

improving overall stability and user experience. Ultrasound data for 5 hand gestures for both the configurations was 

acquired for one subject. Convolutional neural network and vision transformer were used to train classifiers. Using vision 

transformers led to a similar classification performance for both configurations. This sets a foundation for future work in 

wearable mirror/reflector-ultrasound based hand gesture recognition for better wearability and user mobility. 
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